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Introduction

This supplement provides background information on published global shear wave velocity and radial anisotropy models, further methodological details, testing and results. The data files, inversion software package and outputs as well as plotting codes are available under the doi: 10.5281/zenodo.8167649 (Boyce, 2023).

Models of Global Shear Velocity and Radial Anisotropy

Figures S1–S3 show 12 radially anisotropic global tomographic models plotted at 150 km depth with respect to the mean value in each model (Figure S1), anisotropic PREM (Figure S2) and the absolute value (Figure S3). Figures S4–S5 show $V_{SV}$ and $\xi$ profiles extracted at 12 cratonic locations from global tomographic models to 660 km depth.
Figure S1. Twelve global radially anisotropic tomographic models plotted at 150 km depth with respect to the mean value in each model. Plotted models: CAM2016 (Priestley et al., 2020), SAVANI (Auer et al., 2014), S362WMANI (Kustowski et al., 2008), SAW642ANb (Panning et al., 2010), SEMum (Lekić & Romanowicz, 2011), SEMUCB_WM1 (French & Romanowicz, 2014), SGLOBE_rani (Chang et al., 2015), Durand2023 - unpublished, SPani (Tesoniero et al., 2015), SPIRaL (Simmons et al., 2021), ETH22 (Thrastarson et al., 2022), GLAD-M25 (Lei et al., 2020).
Figure S2. Twelve global radially anisotropic tomographic models plotted at 150 km depth with respect to anisotropic PREM model (Dziewonski & Anderson, 1981). Plotted models: CAM2016 (Priestley et al., 2020), SAVANI (Auer et al., 2014), S362WMANI (Kustowski et al., 2008), SAW642ANb (Panning et al., 2010), SEMum (Lekić & Romanowicz, 2011), SEMUCB_WM1 (French & Romanowicz, 2014), SGLOBE_rani (Chang et al., 2015), Durand2023 - unpublished, SPani (Tesoniero et al., 2015), SPiRaL (Simmons et al., 2021), ETH22 (Thrastarson et al., 2022), GLAD-M25 (Lei et al., 2020).
Figure S3. Twelve global radially anisotropic tomographic models plotted as the absolute value at 150 km depth. Note asymmetric color scale. Plotted models: CAM2016 (Priestley et al., 2020), SAVANI (Auer et al., 2014), S362WMANI (Kustowski et al., 2008), SAW642ANb (Panning et al., 2010), SEMum (Lekić & Romanowicz, 2011), SEMUCB_WM1 (French & Romanowicz, 2014), SGLOBE_rani (Chang et al., 2015), Durand2023 - unpublished, SPani (Tesoniero et al., 2015), SPIRaL (Simmons et al., 2021), ETH22 (Thrastarson et al., 2022), GLAD-M25 (Lei et al., 2020).
Figure S4. $V_{SV}$ and $\xi$ profiles extracted from global tomographic models to 660 km depth at 6 cratonic locations: Baltica, Congo, Dharwar, East Superior, Kaapvaal, Slave. $V_{SV}$ profiles plotted with respect to PREM (Dziewonski & Anderson, 1981) or STW105 (Kustowski et al., 2008). $\xi$ plotted as deviation from isotropy. Tomographic models: Durand2023 - unpublished, CAM2016 (Priestley et al., 2020), SEMum (Lekić & Romanowicz, 2011), SAVANI (Auer et al., 2014), S362WMANI (Kustowski et al., 2008), S362ANI (Kustowski et al., 2008), S362ANLM (Moulîk & Ekström, 2014), SAW642AN (Megnin & Romanowicz, 2000), SAW642ANb (Panning et al., 2010), SEMUCB_WM1 (French & Romanowicz, 2014), SGLOBErani (Chang et al., 2015), SPani (Tesoniero et al., 2015).
Figure S5. $V_{SV}$ and $\xi$ profiles extracted from global tomographic models to 660 km depth at 6 cratonic locations: Tanzania, Sao Francisco, Siberia, West Africa, West Superior, Yilgarn. $V_{SV}$ profiles plotted with respect to PREM (Dziewonski & Anderson, 1981) or STW105 (Kustowski et al., 2008). $\xi$ plotted as deviation from isotropy. Tomographic models: Durand2023 - unpublished, CAM2016 (Priestley et al., 2020), SEMum (Lekić & Romanowicz, 2011), SAVANI (Auer et al., 2014), S362WMANI (Kustowski et al., 2008), S362ANI (Kustowski et al., 2008), S362ANI-M (Moulik & Ekström, 2014), SAW642AN (Megnin & Romanowicz, 2000), SAW642ANb (Panning et al., 2010), SEMUCB_WM1 (French & Romanowicz, 2014), SGLOBErani (Chang et al., 2015), SPani (Tesoniero et al., 2015).
Dispersion Curve Data

Figures S6–S8 detail dispersion curve data extracted from phase velocity maps of Durand et al. (2015) and Ho et al. (2016) for 12 cratonic locations (Figure S6), 5 tectonically active locations (Figure S7) and six cross section points across North America (Figure S8).

Figure S6. (a) Fundamental mode Rayleigh wave phase velocity map at 100 s period from Durand et al. (2015) with twelve cratonic locations shown (green triangles) inverted in Figures S16–S21. Rayleigh (b) and Love (c) fundamental and overtone (1–5) dispersion curves used in the inversions.
Figure S7. (a) Fundamental mode Rayleigh wave phase velocity map at 100 s period from Durand et al. (2015) with five active tectonic locations shown (green triangles) inverted in Figures S18–S22. Rayleigh (b) and Love (c) fundamental and overtone (1–5) dispersion curves used in the inversions. AFR: Afar Depression, EPR: East Pacific Rise, HAW: Hawaii, TBT: Tibet, WUS: Western US.
**Figure S8.** (a) Fundamental mode Rayleigh wave phase velocity map at 100s period from Durand et al. (2015) with six cross section points across North America shown (green triangles) inverted in Figures S19–S23. Rayleigh (b) and Love (c) fundamental and overtone (1–5) dispersion curves used in the inversions.
Center of the Prior Distribution

To produce the PREM-like model that defines the center of the prior distribution for each Bayesian inversion, we simplify the PREM model (Dziewonski & Anderson, 1981) and merge that with an overlying crust from CRUST1.0 (Laske et al., 2013). First, we shift the mantle transition zone discontinuities to 410 km and 660 km depth. We then remove the 220 km depth discontinuity by linearly interpolating between 220 km and 410 km depth. The model is then decimated between remaining interfaces to speed up forward modeling in Mineos (Masters et al., 2011) and all P- and S-wave radial anisotropy is removed. For each inversion location, we then take the crustal model from CRUST1.0 (Laske et al., 2013) including sedimentary and crystalline rock layers down to the Moho and then smoothly interpolate between this and the next deepest value in the modified PREM model.

Further Methodological Details

Although not an inverted parameter, we test the importance of the P-wave radial anisotropy parameter $\Phi = V_{PV}/V_{PH}$. For cratons we find that data fit is best using $\phi=1$, whilst for all inversions across active/young tectonic domains, data fit is best using the following scaling relationship with the inverted parameter $\xi$ (see Montagner & Anderson, 1989):

$$\phi = 1.8 - 0.8\xi$$

Consequently, when using the Bayesian algorithm, all results presented for cratons use $\phi=1$, while other locations use the scaling relationship above.

Figure S9 plots the sensitivity of Rayleigh and Love dispersion curve data to parameters $V_{SV}$, $V_{PH}$ and $V_{SH}$ for selected periods for the fundamental mode and 3rd overtone.
Figure S9. Fundamental mode (colored) and 3rd overtone (gray) phase velocity ($C$) sensitivity kernels for Rayleigh ($V_{SV}$ and $V_{PH}$, a,b) and Love ($V_{SH}$, c) waves at a range of periods for the modified PREM reference model.
Synthetic and Parameterization Tests

Figures S10–S12 show Bayesian and LSQR inversion results of synthetic surface wave dispersion curves (with the same distribution as observed data) from test input models. Synthetic tests are conducted by adding 0.0025 s Gaussian noise to the forward modeled dispersion data from Masters et al. (2011). Compared to real data, we use half the number of samples in the posterior. Inversions are run on 140 independent chains, but still with a burn-in of 300,000 iterations, sampling one in every 50 from the remaining 300,000 iterations to form the posterior distributions.

The Bayesian scheme recovers the input $V_{SV}$ anomalies and $\xi$ anomalies well and importantly, the median model recovers $\delta \xi = 0$ (i.e. $\xi = 1$) where there is an absence of radial anisotropy in the input model (Figure S10). It also reliably recovers the vertical extent of $V_{SV}$ and $\xi$ anomalies (Figure S11), with a mean depth uncertainty of 18 km and 9 km, respectively. These estimates are used as uncertainties on transition depths in Figure 2. We note that a presence or lack of positive $V_{SV}$ and $\xi$ anomalies in the shallow mantle and crust (<50 km depth) appears resolved (Figures S10–S11). However, while LSQR inversions (S12) show reasonable recovery of $V_{SV}$ anomalies at upper mantle depths, ‘recovered’ $\xi$ artifacts are common where $\delta \xi = 0$ in the input model where $V_{PH}$-Fixed parameterizations are used, especially for independent inversion of $V_{SV}$ and $V_{SH}$.

To verify that crustal heterogeneity does not cause artifacts in our inversion we conduct similar tests to those in Figure S10 but perturb velocity and anisotropy anomalies above the Moho. Figure S13 shows that neither velocity or radial anisotropy anomalies in the crust influence the inversion result in the mantle, in either case where the underlying mantle is anomalous (a–c) or is close to the reference model (d–f).

The flexibility of the Bayesian approach allows us to test the influence of parameterization choices on the posterior distribution. Figure S14 shows the result of inverting real data from the Baltica craton using a parameterization that proposes anisotropic layers directly during the birth of a new layer, rather than an isotropic layer. The value of proposed anisotropy is a small random perturbation around the value from the closest existing layer. The value of $\xi$ in all layers can therefore approximate, but may not equal unity exactly. $\xi$ anomalies show much greater variability below 150 km depth compared to the case where we also allow isotropic layers. Furthermore additional $\xi$ artifacts may be present in the shallow crust and deepest portion of the model space (Figure S14).
Figure S10. Posterior distributions for $V_{SV}$ (a,d,g,j,m,p), $\xi$ (b,e,h,k,n,q) and $V_{PH}$ (c,f,i,l,o,r) for six synthetic tests with respect to the isotropic reference model (gray line). The preferred median model for $V_{SV}$ (red), $\xi$ (blue) and $V_{PH}$ (green) is shown as a solid, bold line. Confidence intervals (percentage of models) are shown as varying shades of red ($V_{SV}$), blue ($\xi$) and green ($V_{PH}$). The true model (thick black line) and data misfit ($X^2_D$) are also shown.
Figure S11. Posterior distributions for $V_{SV}$ (a,d,g,j,m,p), $\xi$ (b,e,h,k,n,q) and $V_{PH}$ (c,f,i,l,o,r) with respect to the isotropic reference model (gray line) for six synthetic test models containing a positive anomaly for both $V_{SV}$ and $\xi$ with increasing vertical extent from 30–180 km depth. The preferred median model for $V_{SV}$ (red), $\xi$ (blue) and $V_{PH}$ (green) is shown as a solid, bold line. Confidence intervals (percentage of models) are shown as varying shades of red ($V_{SV}$), blue ($\xi$) and green ($V_{PH}$). The true model (thick black line) and data misfit ($\chi^2_D$) are also shown. Blue circles and orange squares plot depth of maximum negative gradient (transition depth) within ±25 km depth of the base of the synthetic anomaly within the $V_{SV}$ and $\xi$ posterior distributions (where possible). $\varepsilon$: depth difference between transition depths and known interface in synthetic model.
Figure S12. Six synthetic models inverted using variably parameterized LSQR algorithm after Tarantola and Valette (1982); Durand et al. (2015). $V_{SV}$ (a,d,g,j,m,p), $\xi$ (b,e,h,k,n,q) and $V_{PH}$ (c,f,i,l,o,r) shown in percent deviation from the isotropic reference model. Red curve: Independent inversion for $V_{SV}$ and $V_{SH}$; Orange curve: Joint inversion for $V_{SV}$ and $V_{SH}$; Blue curve: Joint inversion for $V_{SV}$, $V_{SH}$ and $V_{PH}$. The blue curve overlies red and orange curves in cases where inversion outputs are identical. Chi squared data ($X^2_D$) fits shown. Reference model (gray line), True model (thick black line).
Figure S13. Posterior distributions for $V_{SV}$ (a,d), $\xi$ (b,e) and $V_{PH}$ (c,f) for complex crust synthetic tests with (Left hand side) and without (Right hand side) an underlying mantle anomaly, plotted with respect to the isotropic reference model (gray line). The preferred median model for $V_{SV}$ (red), $\xi$ (blue) and $V_{PH}$ (green) is shown as a solid, bold line. Confidence intervals (percentage of models) are shown as varying shades of red ($V_{SV}$), blue ($\xi$) and green ($V_{PH}$). The true model (thick black line) and data misfit ($X^2_D$) are also shown.

Figure S15 shows that when $V_{PH}$ in all layers is fixed to the reference model, the model fit ($X^2_M$) is worse as well as the mean depth difference between transition depths and known interfaces in synthetic test models (14.3 km, d–f) compared to the $V_{PH}$-Free parameterization (10.0 km, a–c). As expected, the fit to the data is also worse in the $V_{PH}$-Fixed parameterization compared to the $V_{PH}$-Free parameterization for both synthetic and real data examples. Furthermore, within the real data example, distinct negative radial anisotropy is produced in the crust and a low velocity zone within the lithosphere is not revealed when using a $V_{PH}$-Fixed parameterization (Figure S15g–l). This trend is also clear in radial anisotropy results for synthetic tests using LSQR inversions (Figure S12) where $V_{PH}$-Fixed parameterizations appear to bias $\xi$ results too.
Figure S14. Posterior distributions for $V_{SV}$ (a,d), $\xi$ (b,e) and $V_{PH}$ (c,f) for Bayesian parameterization in which layers can be both isotropic or anisotropic (Left hand side) or all layers are forced to be anisotropic (Right hand side). Models plotted with respect to the isotropic reference model (gray line). The preferred median model for $V_{SV}$ (red), $\xi$ (blue) and $V_{PH}$ (green) is shown as a solid, bold line. Confidence intervals (percentage of models) are shown as varying shades of red ($V_{SV}$), blue ($\xi$) and green ($V_{PH}$). Data misfit ($X^2_D$) is also reported.
Figure S15. Posterior distributions for $V_{SV}$ (a,d,g,j), $\xi$ (b,e,h,k) and $V_{PH}$ (c,f,i,l) for synthetic model (thick black line, a–f) and real data inversions (g–l). Left hand side shows inversion with $V_{PH}$-Free parameterization, while the right hand side shows inversion with a $V_{PH}$-Fixed (to reference model) parameterization. All parameters are plotted with respect to the isotropic reference model (gray line). The preferred median model for $V_{SV}$ (red), $\xi$ (blue) and $V_{PH}$ (green) is shown as a solid, bold line. Confidence intervals (percentage of models) are shown as varying shades of red ($V_{SV}$), blue ($\xi$) and green ($V_{PH}$). Data misfit ($X^2_D$) is also reported as well as model fit ($X^2_M$) for synthetic tests (a–f). Blue circles and orange squares plot depth of minimum/maximum gradients (transition depths) within $\pm$25 km depth of the top and base of low velocity zone ($V_{SV}$) and positive $\xi$ anomaly within the posterior distributions for synthetic tests (a–f).
Bayesian Data Inversions

Figures S16–S19 detail inversion results for twelve craton locations (Figures S16–S17), five tectonically active locations (Figure S18) and six cross section points across North America (Figure S19) computed using the Bayesian algorithm.
Figure S16. Posterior distributions for $V_{SV}$ (a,d,g,j,m,p), $\xi$ (b,e,h,k,n,q) and $V_{PH}$ (c,f,i,l,o,r) for six cratonic locations (Figure S6) with respect to the isotropic reference model smoothed into Crust1.0 (gray line). The preferred median model for $V_{SV}$ (red), $\xi$ (blue) and $V_{PH}$ (green) is shown as a solid, bold line. Confidence intervals (percentage of models) are shown as varying shades of red ($V_{SV}$), blue ($\xi$) and green ($V_{PH}$). Transition depths (blue circles, orange squares) used in Figure 2 also shown where appropriate. Data misfit ($\chi^2_D$) is also reported.
Figure S17. Posterior distributions for $V_{SV}$ (a,d,g,j,m,p), $\xi$ (b,e,h,k,n,q) and $V_{PH}$ (c,f,i,l,o,r) for six cratonic locations (Figure S6) with respect to the isotropic reference model smoothed into Crust1.0 (gray line). The preferred median model for $V_{SV}$ (red), $\xi$ (blue) and $V_{PH}$ (green) is shown as a solid, bold line. Confidence intervals (percentage of models) are shown as varying shades of red ($V_{SV}$), blue ($\xi$) and green ($V_{PH}$). Transition depths (blue circles, orange squares) used in Figure 2 also shown where appropriate. Data misfit ($X^2_0$) is also reported.
Figure S18. Posterior distributions for $V_{SV}$ (a,d,g,j,m,p), $\xi$ (b,e,h,k,n,q) and $V_{PH}$ (c,f,i,l,o,r) for five active tectonic locations (Figure S7) with respect to an isotropic reference model smoothed into Crust1.0 (gray line). The preferred median model for $V_{SV}$ (red), $\xi$ (blue) and $V_{PH}$ (green) is shown as a solid, bold line. Confidence intervals (percentage of models) are shown as varying shades of red ($V_{SV}$), blue ($\xi$) and green ($V_{PH}$). Data misfit ($X^2_D$) is also reported.
Figure S19. Posterior distributions for $V_{SV}$ (a,d,g,j,m,p), $\xi$ (b,e,h,k,n,q) and $V_{PH}$ (c,f,i,l,o,r) for six cross section points across North America (Figure S8) with respect to an isotropic reference model smoothed into Crust1.0 (gray line). The preferred median model for $V_{SV}$ (red), $\xi$ (blue) and $V_{PH}$ (green) is shown as a solid, bold line. Confidence intervals (percentage of models) are shown as varying shades of red ($V_{SV}$), blue ($\xi$) and green ($V_{PH}$). Data misfit ($X^2_D$) is also reported.
LSQR Data Inversions

Figures S20–S23 detail inversion results for twelve craton locations (Figures S20–S21), five tectonically active locations (Figure S22) and six cross section points across North America (Figure S23) computed using the LSQR algorithm.
Figure S20. Data from six cratonic locations (Figure S6) inverted using variably parameterized LSQR algorithm after Tarantola and Valette (1982). $V_{SV}$ (a,d,g,j,m,p), $\xi$ (b,e,h,k,n,q) and $V_{PH}$ (c,f,i,l,o,r) shown in percent deviation from isotropic reference model (gray line). Red curve: Independent inversion for $V_{SV}$ and $V_{SH}$, Orange curve: Joint inversion for $V_{SV}$ and $V_{SH}$, Blue curve: Joint inversion for $V_{SV}$, $V_{SH}$ and $V_{PH}$. Chi squared data ($X^2_D$) fits shown. Gray shaded regions and dashed curve (med. mod) show distribution of $V_{SV}$ and $\xi$ profiles from CAM2016 model (Priestley et al., 2020) extracted at each location. Profiles from Durand2023 - unpublished are shown in purple.
Figure S21. Data from six cratonic locations (Figure S6) inverted using variably parameterized LSQR algorithm after Tarantola and Valette (1982). $V_{SV}$ (a,d,g,j,m,p), $\xi$ (b,e,h,k,n,q) and $V_{PH}$ (c,f,i,l,o,r) shown in percent deviation from isotropic reference model (gray line). Red curve: Independent inversion for $V_{SV}$ and $V_{SH}$. Orange curve: Joint inversion for $V_{SV}$ and $V_{SH}$. Blue curve: Joint inversion for $V_{SV}$, $V_{SH}$ and $V_{PH}$. Chi squared data ($\chi^2$) fits shown. Gray shaded regions and dashed curve (med. mod) show distribution of $V_{SV}$ and $\xi$ profiles from CAM2016 model (Priestley et al., 2020) extracted at each location. Profiles from Durand2023 - unpublished are shown in purple.
Figure S22. Data from five active tectonic locations (Figure S7) inverted using variably parameterized LSQR algorithm after Tarantola and Valette (1982). $V_{SV}$ (a,d,g,j,m,p), $\xi$ (b,e,h,k,n,q) and $V_{PH}$ (c,f,i,l,o,r) shown in percent deviation from isotropic reference model (gray line). Red curve: Independent inversion for $V_{SV}$ and $V_{SH}$. Orange curve: Joint inversion for $V_{SV}$ and $V_{SH}$. Blue curve: Joint inversion for $V_{SV}$, $V_{SH}$ and $V_{PH}$. Chi squared data ($X^2_D$) fits shown. Gray shaded regions and dashed curve (med. mod) show distribution of $V_{SV}$ and $\xi$ profiles from CAM2016 model (Priestley et al., 2020) extracted at each location. Profiles from Durand2023 - unpublished are shown in purple.
Figure S23. Data from six cross section points across North America (Figure S8) inverted using variably parameterized LSQR algorithm after Tarantola and Valette (1982). $V_{SV}$ (a,d,g,j,m,p), $\xi$ (b,e,h,k,n,q) and $V_{PH}$ (c,f,i,l,o,r) shown in percent deviation from isotropic reference model (gray line). Red curve: Independent inversion for $V_{SV}$ and $V_{SH}$. Orange curve: Joint inversion for $V_{SV}$ and $V_{SH}$. Blue curve: Joint inversion for $V_{SV}$, $V_{SH}$ and $V_{PH}$. Chi squared data ($\chi^2_D$) fits shown. Gray shaded regions and dashed curve (med. mod) show distribution of $V_{SV}$ and $\xi$ profiles from CAM2016 model (Priestley et al., 2020) extracted at each location. Profiles from Durand2023 - unpublished are shown in purple. -29-
Synthetic Tests for Interpretations

To verify whether strong horizontal layering, or extrinsic anisotropy, can reproduce our real data inversions we conduct three synthetic tests with increasing strength of extrinsic anisotropy composed of 5 km thick layers and 0 to +10-40% $V_{SV}$ velocity anomalies in each layer. Greater than 20% variation is required to induce apparent anisotropy in the median model within the posterior distributions. We consider that such extrinsic anisotropy is likely to be unrealistic.

![Posterior and Averages](image)

Figure S24. Posterior distributions for $V_{SV}$ (a), $\xi$ (b) and $V_{PH}$ (c) for inversion of an extrinsically anisotropic synthetic model (thick black line, 10% variation) plotted with respect to an isotropic reference model (gray line). The preferred median model for $V_{SV}$ (red), $\xi$ (blue) and $V_{PH}$ (green) is shown as a solid, bold line. Confidence intervals (percentage of models) are shown as varying shades of red ($V_{SV}$), blue ($\xi$) and green ($V_{PH}$). Data misfit ($\chi^2_D$) is also reported.
Figure S25. Posterior distributions for $V_{SV}$ (a), $\xi$ (b) and $V_{PH}$ (c) for inversion of an extrinsically anisotropic synthetic model (thick black line, 20% variation) plotted with respect to an isotropic reference model (gray line). The preferred median model for $V_{SV}$ (red), $\xi$ (blue) and $V_{PH}$ (green) is shown as a solid, bold line. Confidence intervals (percentage of models) are shown as varying shades of red ($V_{SV}$), blue ($\xi$) and green ($V_{PH}$). Data misfit ($\chi^2_D$) is also reported.
Figure S26. Posterior distributions for $V_{SV}$ (a), $\xi$ (b) and $V_{PH}$ (c) for inversion of an extrinsically anisotropic synthetic model (thick black line, 40% variation) plotted with respect to an isotropic reference model (gray line). The preferred median model for $V_{SV}$ (red), $\xi$ (blue) and $V_{PH}$ (green) is shown as a solid, bold line. Confidence intervals (percentage of models) are shown as varying shades of red ($V_{SV}$), blue ($\xi$) and green ($V_{PH}$). Data misfit ($\chi^2_D$) is also reported.
Figure S27 shows an alternate generalized synthetic model including strong hor-
izontal layering (extrinsic anisotropy) in the low velocity zone which is indistinguishable
from that presented in the main manuscript Figure 3.

In order to verify the robustness of our SRF forward modeling approach we include
Figures S28–S30. Note that all velocity and anisotropy anomalies are plotted relative to
the reference model. We track the depth difference between the known interface in the
input synthetic model and peak produced in the SRF stacked trace ($\varepsilon$). We also indi-
cate the depth range of peaks within individual SRFs that contribute to a specific peak
within the SRF stack ($\delta z$).

Figure S28 shows that an SRF stack forward modeled from the reference model (i.e.
zero anomaly input model) produces a positive peak within 2.3 km of the reference model
Moho discontinuity, as expected (at 24.4 km depth in simplified PREM-like reference model).
The slightly shallower depth of the peak in the SRF, compared to the input model, may
be associated with interference from a positive phase arriving from the mid-crustal in-
terface (at 15 km depth) in the reference model.

Figure S29 shows that when sufficiently separated in depth, a positive amplitude
peak is found within 5.6 km depth of a 6% velocity increase at 130 km depth, as seen in
Figure 3 of the main manuscript. The relatively muted amplitude of this phase likely re-
sults from a high depth range of peaks from individual SRFs contributing to the peak
on the stacked trace ($\delta z = \pm 10.0$ km). An underlying 6% velocity decrease at 250 km
depth also produces a negative amplitude arrival within 7.1 km depth.

Figure S30 shows that the negative amplitude arrival from the NVG (MLD or top
of LVZ) within our proposed synthetic model (from Figure 3) lies within 1.3 km depth
of the input anomaly depth (of 90 km). The relatively high amplitude of this phase likely
results from a low depth range of peaks from individual SRFs contributing to the peak
on the stacked trace ($\delta z = \pm 2.5$ km). The downward offset of the Moho phase by 6.7 km
is likely due to interference with a positive arrival associated with the positive velocity
jump at 45 km depth in the input model. The absolute velocity jump at the Moho is greater
than that at 45 km depth in the input model, so is the dominant phase.

We suggest that some displacement/lack of apparent phases in the forward mod-
eled SRF stack for the proposed model (in Figure 3) is mostly therefore due to interfe-
Figure S27. Posterior distributions for $V_{SV}$ (a) and $\xi$ (b) for an alternate generalized synthetic model (bold black line) with respect to the isotropic reference model (gray line). The preferred median model for $V_{SV}$ (red) and $\xi$ (blue) is shown as a solid, bold line. Confidence intervals (percentage of models) are shown as varying shades of red ($V_{SV}$) and blue ($\xi$). Data misfit ($X^2_D$) is also reported. Axisim simulation (Nissen-Meyer et al., 2014) through synthetic model used to generate S-to-p Receiver Function (RF) stack (c) constructed using RFs between 79–84° epicentral distance. Green horizontal dashed lines show depth difference ($\varepsilon$) between input discontinuity and maximum amplitude on the SRF. Yellow shaded region is below RF stacking depth. Rayleigh (d) and Love (e) fundamental and overtone (1–5) dispersion curves used in the inversions.
ing phases in the period range used here which are similar to those used in the literature for both synthetic and real data studies. We estimate that within our forward modeling, the depth of the observed NVG (70–130 km depth) may have a maximum error of up to \( \sim 5 \) km.

**Figure S28.** A zero anomaly input \( \delta V_{SV} (a) \) and \( \delta \xi (b) \) synthetic model (bold black line) with respect to isotropic reference model (gray line) is used to forward model an S-to-p Receiver Function (SRF) stack (c) obtained from spectral element simulations (Axisem). Green horizontal dashed lines (and gray shaded area between) show depth difference (\( \varepsilon \)) between input discontinuity and maximum amplitude on the SRF. \( \delta z \) gives the range of depths for each peak within each individual RF trace contributing to the stack.
**Figure S29.** A positive $\delta V_{SV}$ anomaly (a) and zero $\delta \xi$ anomaly (b) input synthetic model (bold black line) with respect to isotropic reference model (gray line) is used to forward model an S-to-p Receiver Function (SRF) stack (c) obtained from spectral element simulations (Axisem). Green horizontal dashed lines (and gray shaded area between) show depth difference ($c$) between input discontinuity and maximum amplitude on the SRF. $\delta z$ gives the range of depths for each peak within each individual RF trace contributing to the stack. The strong negative peak at 60 km depth results from a strong phase arrival prior to main S phase associated with the input model geometry, visible in 75–80° epicentral central distance range. This phase does not exist in the forward modeled wavefields for other input models.
Figure S30. Proposed input synthetic $\delta V_{SV}$ (a) and $\delta \xi$ (b) anomaly model from Figure 3 (bold black line) with respect to isotropic reference model (gray line) is used to forward model an S-to-p Receiver Function (SRF) stack (c) obtained from spectral element simulations (Axisem). Green horizontal dashed lines (and gray shaded area between) show depth difference ($\epsilon$) between input discontinuity and maximum amplitude on the SRF. $\delta z$ gives the range of depths for each peak within each individual RF trace contributing to the stack.
NVG Database

Improving on the database of Rader et al. (2015), we assemble a database of negative velocity gradient (NVG) depths using predominantly S-to-p receiver function results from the following works: Abt et al. (2010); Birkey et al. (2021); Bodin et al. (2014); Courtier and Revenaugh (2006); Dündar et al. (2011); Ford et al. (2010, 2016); Geissler et al. (2010); Heit et al. (2007); Heuer et al. (2007); Kawakatsu et al. (2009); Krueger et al. (2021); Kumar, Kind, et al. (2005); Kumar, Yuan, et al. (2005); Kumar et al. (2006); Kumar, Kind, et al. (2007); Kumar, Yuan, et al. (2007); Kumar et al. (2012, 2013); Li et al. (2004, 2007); Miller and Eaton (2010); Mohsen et al. (2006); Revenaugh and Sipkin (1994); Rychert et al. (2005, 2007); Rychert and Shearer (2009); Saul et al. (2000); Selway et al. (2015); Sodoudi, Kind, et al. (2006); Sodoudi, Yuan, et al. (2006); Sodoudi et al. (2009); Wirth and Long (2014); Wölbern et al. (2012); Yuan et al. (2006); J. Zhao et al. (2010); W. Zhao et al. (2011); Zheng and Romanowicz (2012). We distribute this compiled database alongside our manuscript “MLD_compilation_BOYCE_2023.xlsx” under the doi: 10.5281/zenodo.8167649 (Boyce, 2023).

Next, we merge this database with the recently published database of Fu et al. (2022) by selecting entries with a minimum horizontal and vertical separation distance of 50 km and 20 km respectively, to avoid duplication. We exclude results extracted visually from stacked profiles or broad areas that may lead to bias or inaccuracies. When computing spatial statistics we take mean values in $2^\circ$ bins to avoid spatial sampling biases (e.g., Rader et al., 2015).

We note that depth uncertainties within our database are most strongly influenced by time-to-depth corrections applied to the data in each study. Comparison of our own synthetic data stacks, depth corrected using both PREM and the appropriate synthetic model, suggests that NVG depth uncertainties at mid-lithospheric depths may be on the order of $\sim 10$ km, in line with scarcely published uncertainties (e.g., Ford et al., 2010; Birkey et al., 2021, see compiled database).
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